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�
Abstract





The purpose of this paper is to describe a portion of BetterAccent proprietary patented knowledge-based speech analysis and recognition technology and its application to pronunciation training. This technology contains among other elements the following methods: pitch-synchronous frame segmentation, acoustic-phonetic features extraction, acoustic speech segments detection, formant analysis. These methods enable the extraction of vowels and consonants, the detection of syllabic boundaries, and the visualization of all three components of speech prosody - intonation, stress and rhythm (suprasegmentals). The ability to detect, analyze and visualize the suprasegmentals leads to an interesting application - suprasegmental pronunciation training. 


Suprasegmental pronunciation training has always been perceived by teachers and students as the most challenging part of language training curriculum. At the same time, it was known for many years that suprasegmentals are responsible the most for comprehensibility of speech. As early as 1916 Alexander Graham Bell in his book “The Mechanisms of Speech” wrote: “Ordinary people who know nothing of phonetics or elocution have difficulties in understanding slow speech composed of perfect sounds, while they have no difficulty in comprehending an imperfect gabble if only the accent and rhythm are natural”. 


The knowledge-based speech analysis is the basis for BetterAccent Tutor, the first pronunciation training software that allows non-native speakers to identify and correct their pronunciation errors using an instant audio-visual feedback of all three elements of prosody. By the virtue of the methodology used, this pronunciation trainer is speaker, gender, and age independent, and extremely noise tolerant. The very principles of the analysis - focus on acoustic features and an absence of a language model, make the system for all practical purposes language independent.


Introduction





In this paper we would like to talk about an overlooked golden nugget of speech analysis and recognition technology – a knowledge-based approach. The first half of the paper presents an overview of BetterAccent proprietary knowledge-based technology. The second half of the paper presents an overview of the technology’s application to suprasegmental pronunciation training. 





BetterAccent Knowledge Based Speech Technology





This paper describes a portion of BetterAccent knowledge-based (KB) speech analysis technology that is directly related to suprasegmental language training; for the description of other elements of the technology we direct readers to the patent [4]. The general speech analysis is described in this chapter, while the methods for suprasegmental language training are described in chapter 4.





�
BetterAccent Knowledge-Based Speech Analysis





Speech Recording. The following picture represents a fragment of a diphthong ‘aw’ from a phrase “How are you?” pronounced by a male speaker.
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The peaks represent the bursts of energy that happen after vocal cords flap and the air is pushed through them. These peaks are so-called excitation points. If a person produces 100 excitation points a second we say that his pitch is 100Hz. Usual range for pitch for males is 80-120Hz, for females it is 180-220Hz, and for children it can be as high as 400-500Hz.





Pitch-Synchronous Frame Segmentation. To perform the KB pitch-synchronous frame segmentation, it is necessary to detect excitation points. The details of the multi-step algorithm for excitation points detection and frame segmentation can be found in [4]. 





It is important to note that pitch-synchronous segmentation allows for a “cleaner” spectrogram than a spectrogram calculated using fixed-frame segmentation. That in turn improves the quality of analysis and recognition in the later stages.





Acoustic Segments Detection. The KB acoustic segmentation is one of the most complex steps of the process. The task’s complexity stems from the fact that the same acoustic artifacts might be either critical or irrelevant to the segmentation depending on the artifacts’ position in the utterance and their surroundings. The detection of phonetically relevant segments starts with the detection of the three major acoustic intervals - voice, noise, and pause. Afterwards, voice segments are divided into strong vowels, weak vowels/glides, nasals, vocal pauses, vocal bursts and flaps; and pauses are divided into real pauses and weak consonants such as ‘f’ and ‘th’. 





Formant Extraction. The KB formant tracker utilizes extensive expert knowledge of formant behavior; the algorithm analyzes both amplitude and phase spectra. The algorithm resolution is 4Hz which allows quite accurate tracking of specific movements of F1 even in such difficult cases as dark ‘l’. BetterAccent formant tracker is capable of restoring disconnected formants.





BetterAccent Knowledge-Based Speech Recognition





The speech analysis phase is followed by the speech recognition phase. The KB speech recognition phase consists of: phonemic segmentation, phoneme recognition, word recognition, and acoustic/phonetic verification of the recognition results. At the end, the results of speech recognition phase go through the scrutiny of natural language processing.  Since the goal of this paper is to describe the application of knowledge-based speech analysis to suprasegmental pronunciation training for details on the KB speech recognition stages and the KB natural language processing the readers are referred to [4].





�
Computer Based Pronunciation Training





When learning to speak his/her first language, second language, third language … a person has to learn to correctly pronounce individual phonemes (segmentals) and to use correct prosodic patterns (suprasegmentals). The suprasegmentals - intonation, stress and rhythm - contribute the most to comprehensibility of speech and thus are essential in spoken language acquisition. Furthermore, “It has been shown that visual feedback combined with the auditory feedback … is more effective than auditory feedback alone.” [1]





The biggest challenge for a pronunciation training system is to show users all relevant features of speech without overwhelming them with information. There exists a trade off between how complex is the analysis of a user’s speech and how easy it is for an average user to understand the resulting visual feedback. For example, a regular spectrogram is easy to calculate, but “Teaching students and teachers what these [spectrographic] displays mean might take longer than the pedagogical potential their use might warrant. We need to develop displays that are useful, easy to interpret, and that assist in language learning.” [7]





The pronunciation training systems that provide audio-visual feedback can be divided into two categories: the ones that deal with segmentals (phonemes) and the ones that deal with suprasegmentals (prosody). Fortunately, the approaches for providing segmental training are well developed and Kay Elemetrics “VisiPitch”, Syracuse Languages “Accent Coach” and other commercially available software do a good job in providing users with audio-visual feedback on pronounced phonemes, especially on vowels.





The situation is quite different for suprasegmentals. The study of suprasegmentals requires visualization of intonation, stress, rhythm and syllabic structure. For many years syllabic structure and rhythm visualization were not available; and fundamental frequency (pitch) contour and energy envelope were accepted as a compromise for intonation and stress visualization.  





Unfortunately, pitch contour and energy envelope are not intonation and intensity. There exists several known Cepstral and LPC based algorithms to detect pitch. The problem lies in the fact that intonation is pitch on vowels and semivowels only; whereas these algorithms show pitch on all voiced segments indiscriminately, thus making visualization confusing for users’. Similarly, energy contour is easy to calculate, but it is not what a human listener perceives as intensity. Energy contour is nothing more than an outline of instantaneous amplitude of sounds produced by a human vocal apparatus. Let us consider the word “superb” as an example:
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If we rely on the energy envelope, we will have to conclude that the first syllable is louder than the second one. But, in spite of the fact that ‘s’ is the most energetic sound in the entire utterance, a listener will interpret second syllable as the louder one and will correctly hear the word “suPERB” not “SUperb”. The reason for this contradiction lays in the fact that noise consonants do not contribute to the perception of syllable intensity. Thus energy envelope is a visualization confusing for users’. 





Using knowledge-based approach BetterAccent developed suprasegmental analysis and visualization technique that lets students see in an easy-to-understand manner all three key elements of prosody: intonation, stress, and rhythm.





�
BetterAccent Knowledge-Based Suprasegmental Analysis and Visualization





This chapter gives a brief description of BetterAccent proprietary suprasegmental analysis and visualization technology that is fully described in the patent [5].





Vowel/Consonant detection. The detection of vowel/consonant boundary is different for different consonants. Using the KB acoustic segmentation, the separation of noise consonants and vowels in the words like “Casey” is pretty straightforward. The task is much more difficult for the words or phrases like “lower”, “arrow” or “How are you?”, where a single vocal segment contains several consonants and vowels. In these cases KB formant analysis plays primary role. We would like to point out that there is more to vowel/consonant detection than meets the eye; for example, the detection of parasitic vowels or elimination of lip smacks and hesitations are quite tricky.





Syllable Detection. The detection of consonants and vowels is essential to the detection of syllables. Syllables are built around vowels and each syllable has exactly one  vowel. The difficulty is in how to handle one or more consonants in between the vowels, how to determine which consonant belongs to which syllable. The following algorithm was used for syllable detection: if there is a single consonant between two vowels this consonant belongs to the syllable with a more stressed vowel; if there is a cluster of consonants, and the left vowel is more stressed than the right vowel than the rightmost consonant belongs to the right syllable and the rest of the consonants belong to the left syllable; the case of the right vowel being more stressed is considered similarly.





Intonation Detection. Once vowels and consonants are detected the calculation of intonation becomes straightforward. As was discussed earlier, an intonation pattern is not identical to a pitch pattern. Let us consider an example, noun-verb word pair “PREsent” (noun) vs. “preSENT” (verb).





�


The pitch exists and can be calculated on all internal phonemes of the voiced segment “-resen-”. But the intonation pattern exists and is visualized only where it is  relevant - on the vowels and on the phoneme ‘r’. Thus there is a gap ‘-re-’ “-ent” in both the noun and the verb.





Stress and Rhythm Detection. Once vowels and consonants and syllabic boundaries are detected the calculation of stress and rhythm becomes straightforward. As was discussed earlier, stress is not an energy envelope,  but an energy of the syllables’ vowels. Knowing syllabic boundaries and vowels location the system is able to calculate the energy of the vowels. Here is a visualization of stress and rhythm of the same pair of words “PREsent”(noun) vs. “preSENT” (verb). Each step is a syllable, the height of the step is the relative intensity of syllable’s vowel, the length of the step is the duration of the syllable.
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BetterAccent Tutor - pronunciation training software with focus on intonation, stress and rhythm. BetterAccent proprietary technology is speaker, gender, language and vocabulary independent, and furthermore, it is highly noise tolerant. This technology is the foundation of BetterAccent Tutor software.  BetterAccent Tutor's purpose is to help users speak clearly and effectively and to be easily understood. There is no such thing as right or wrong pronunciation, not even two native speakers speak alike; but to be understood by native and non-native speakers of English, it is imperative for non-native speakers to match native speakers at certain key points. The Tutor is designed to show users the most important prosodic features in an easy-to-understand manner. By visualizing users' pronunciation, the Tutor allows users to focus on the problems that are unique to their speech.  BetterAccent Tutor gives non-native speakers the power to identify, understand and correct their pronunciation errors. 





Conclusion





This paper briefly describes BetterAccent proprietary knowledge-based speech analysis and recognition technology and BetterAccent proprietary technology for suprasegmental analysis and visualization.





BetterAccent’s technology for suprasegmental speech analysis was developed as an extension and a specialization of the fundamental proprietary speech analysis and recognition technology developed by the company for large vocabulary speaker independent speech recognition system. As exciting and useful an application as pronunciation training is, it only scratches the surface of BetterAccent knowledge-based speech technology potential. 





Currently the ASR industry capitalizes on the quality of existing HMM-based speech recognition engines. Unfortunately, it appears that the recognition rate has reached a plateau. For areas like dictation (especially with speaker adaptation), small vocabulary tasks, or special telephony applications the error rate is acceptable to the customers. For areas that have constantly changing conditions of recording or where speakers and/or content are unknown, the recognition quality is far from the acceptance threshold. To overcome the current limitations of HMM systems, researchers are working on hybrid, combination approaches [e.g. 3, 6].  





Knowledge-based speech recognition technology being complimentary to the widely used HMM approach provides an interesting opportunity to improve the quality of existing speech recognition systems. In house experiments in combining the leading HMM-based systems with BetterAccent knowledge-based system showed that the error rate of a combined system was 30-40% lower than the original error rate of the HMM-based systems. These promising results point out an opportunity to overcome the existing error rate reduction impasse and to create ASR systems of tomorrow.
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