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Abstract

There is a growing concern that existing ‘off the shelf’ speech recognition engines used in language learning “are not often optimal for use in language education” [8]. Likewise, standard visual feedback using waveforms and spectrograms is too difficult for a user to understand and interpret. Clearly, there is a demand for easy-to-understand, highly relevant visualization of speech and there is a demand for speech analysis technology that is specially tailored to the needs of language learning. 

In this paper we would like to introduce an advance proprietary knowledge-based speech analysis and recognition technology specially tailored to pronunciation training. The technology provides relevant and comprehensible visual feedback of all three components of speech prosody - intonation, stress and rhythm (suprasegmentals). This technology contains, among other elements, the following methods: pitch-synchronous frame segmentation, acoustic-phonetic features extraction, acoustic speech segments detection, and formant analysis. These methods enable the extraction of vowels and consonants, the detection of syllabic boundaries, and the visualization of prosody. By virtue of the methodology used, the pronunciation trainer is curriculum, speaker, gender and age independent,  highly noise tolerant and, for all practical purposes, language independent. 

This knowledge-based suprasegmental analysis is the basis for BetterAccent Tutor, the first commercially available pronunciation training software that provides students with comprehensive yet comprehensible visualization of all three components of prosody.

1. Visual Feedback in Suprasegmental Pronunciation Training

Prosody plays a critical role in pronunciation training because it contributes the most to comprehensibility of speech. Pronunciation training with use of computers has become an immanent part of CALL; at first, the systems were able to provide audio feedback only (recording and playback of student’s speech); later, with use of speech analysis systems the feedback became more and more useful. Teacher’s research of these displays showed that for pronunciation training “… visual feedback combined with the auditory feedback … is more effective than auditory feedback alone.” [1]

However, there is still a long way to go to achieve human teachers’ level of ability to provide students with meaningful, corrective procedures and feedback. 

The biggest challenge for a pronunciation training system is to show users relevant features of speech without overwhelming them with information. There exists a trade off between how rudimentary is the analysis of a user’s speech and how easy it is for an average user to understand the resulting visual feedback. For example, speech spectrogram is easy to calculate, but “Teaching students and teachers what these [spectrographic] displays mean might take longer than the pedagogical potential their use might warrant.” “We need to develop displays that are useful, easy to interpret, and that assist in language learning.”[8]

The focus of this paper is the use of computers for suprasegmental pronunciation training. In this paper we will speak primarily about pronunciation training for non-native speakers of English; though most of the statements are true for other languages.

2. Speech Analysis vs. Speech Recognition in Application to Language Training

A teacher, while interacting with a student encourages fluency by recognizing and responding to what a student is saying and corrects student’s pronunciation by providing feedback on how a student has pronounced an utterance. Similarly, a computer-based tutor should recognize what a student has said and analyze how an utterance was produced.  Thus a CALL system for pronunciation training should contain two components: speech recognizer (SR) and speech analyzer (SA). Speech recognizer recognizes what was said and responds accordingly, speech analyzer analyses how the phrases were pronounced and gives visual, audio and other feedback accordingly. 

The difference between SR and SA approach to language training is quite significant. The goal of an SR is to find the closest match of an uttered phrase to a phrase that is allowed by a language model. An SR recognizes even mispronounced words or phrases as long as there are even less similar to other phrases in the curriculum. Hence, an SR tries to accommodate user’s errors and even tunes to them (speaker adaptation). The goal of an SA is to analyze what the student is actually saying and to pinpoint what is mispronounced. An SA analyzes what is in the signal, so it is more inclined to change student’s speech production rather than to tolerate the status quo.

The majority of the commercially available computer systems use an SR. They use one of the several available engines for automatic speech recognition and build training concepts around them. The biggest challenge for applying an SR to language training is that an SR based systems have to be trained to recognize a variety of mispronunciations. To an extent the recognition based pronunciation training systems deal with a vicious circle: to teach a non-native speaker correct pronunciation an SR-based system needs a user to pronounce everything properly; but if a speaker can do that, he or she is already proficient and does not need the system. 

The SA-based systems are designed to provide feedback on how the utterance is pronounced and what needs to be changed. The obvious choice for the feedback on mispronunciation is visual feedback. The biggest challenge for speech analysis is to provide relevant feedback without overwhelming the students. 

For quite a while, the progress of CALL was driven by the technologies availability rather than the learning needs; fortunately, the situation is changing and we see an emergence of new technologies that are designed specifically for language learning. BetterAccent prosodic analysis and visualization tools are one of such applications that are designed specifically with language training in mind. 

3. Prosody in Pronunciation Training

3.1 Importance of Prosody

Prominent language and speech specialists agree that prosody plays a crucial role in comprehensibility of speech and that prosodic training is imperative in pronunciation training:

“Ordinary people who know nothing of phonetics or elocution have difficulties in understanding slow speech composed of perfect sounds, while they have no difficulty in comprehending an imperfect gabble if only the accent and rhythm are natural.” [2] 

“Learners who use incorrect rhythm patterns or who do not connect words together are at best frustrating to the native-speaking listener; more seriously, if these learners use improper intonation contours, they can be perceived as abrupt, or even rude; and if the stress and rhythm patterns are too nonnativelike, the speakers who produce them may not be understood at all.” [3]

“When students start to learn a new language, some time is usually devoted to learning to pronounce phones that are not present in their native language. Yet experience shows that a person with good segmental phonology who lacks correct timing and pitch will be hard to understand. Intonation is the glue that holds a message together. It indicates which words are important, disambiguates parts of sentences, and enhances the meaning with style and emotion. It follows that prosody should be taught from the beginning” [4]

3.2 Typical Suprasegmental Pronunciation Problems

Suprasegmental pronunciation problems are pervasive. Different acoustic or even grammatical means are necessary to produce the same prosodic results in different languages, thus creating communication problems for non-native speakers of a language. For example, Japanese speakers of English put equal stress on each syllable, have troubles with schwa, insert vowels, have difficulty in understanding the link between stress placement and meaning, and have low flat pitch (males). Italian speakers of English have troubles with stress-timed nature of English, since all syllables in Italian have full vowels. French speakers of English elongate the last syllable in a phrase and drop pitch on it; they also do not use reduced vowels. Spanish speakers of English have narrow pitch range, use word order for contrastive and sentence stress, and have difficulty in distinguishing between stressed-unstressed and unstressed-stressed words like ”PROject” and “proJECT”. Chinese (Mandarin and Cantonese) speakers of English have problems with all aspects of prosody.

3.3 Pitfalls in Prosody Visualization

A powerful analyzer is necessary to be able to automatically detect the problem spots and be able to explain the problems to the users in the easiest possible form. There exists a trade-off between the simplicity of an analyzer and comprehensibility of its feedback. For example, waveform and spectrogram are very easy to generate and are extremely difficult for a student to interpret.

The study of suprasegmentals requires visualization of intonation, stress, rhythm and syllabic structure. For many years syllabic structure and rhythm visualization were not available; and fundamental frequency (pitch) contour and energy envelope were accepted as a compromise for intonation and stress visualization.  

The problem lies in the fact that intonation is pitch movement on vowels and semivowels only; whereas the traditional algorithms show pitch on all voiced segments indiscriminately, thus making visualization confusing for users. Similarly, an energy contour is easy to calculate, but it is not what a human listener perceives as intensity. An energy contour is nothing more than an outline of a waveform; for example, let us consider the word “superb” pronounced by a native speaker:
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Figure 1. Waveform of a word “superb”

If we rely on the energy envelope, we will have to conclude that the first syllable is louder than the second one. But, in spite of the fact that ‘s’ is the most energetic sound in the entire utterance, a listener will interpret second syllable as being louder and will correctly hear the word “suPERB” not “SUperb”. The reason for this contradiction lays in the fact that noise consonants do not contribute to the perception of syllable intensity. Thus, as a feedback, energy envelope is confusing for users. 

4. BetterAccent Knowledge Based Suprasegmental Analysis and Visualization

The analysis consists of the following steps: 

 Connected Word Boundaries Detection

 Pitch-Synchronous Frame Segmentation

 Acoustic Segments Detection

 Formant Analysis

 Vowels/Consonants Detection

 Syllables Detection

For more details on BetterAccent proprietary suprasegmental analysis and visualization technology see [5,6,7].

The most challenging task of suprasegmental analysis is vowel, consonants and syllable detection. Detection of acoustic segments (noise, pause, voice, burst, nasal, etc.) allows the system to detect consonants and vowels in words with noise-voice-noise-voice alternation like in a word ‘Casey’. Having much clearer speech spectrum (due to the pitch-synchronous frame segmentation), the system is able to build more robust formant analysis that helps to detect syllables in pure vocal words like ‘arrow’. The detection of consonants and vowels gives way to clearer intonation visualization. The system does not show intonation on vocal noises like ‘z’. It shows intonation pattern only where it belongs - on the vowel/glide part of each syllable. Syllable boundaries give the system the ability to show the rhythm of speech. Knowledge of vowel boundaries makes it possible to calculate and show intensity.

The very nature of the BetterAccent SA approach – bottom up analysis without any language model, provides for curriculum, speaker and even language independence. And since the BetterAccent approach is based on a combination of different acoustic/phonetic cues, it is highly noise tolerant.

5. BetterAccent Tutor - innovative software for intonation, stress and rhythm training

5.1 System Description

BetterAccent Tutor for American English is based on BetterAccent speech analysis technology. During a typical interaction with the Tutor a student navigates through the curriculum, chooses an exercise, listens to a native speaker’s recording, studies native speaker’s intonation, stress and rhythm patterns, utters a phrase and receives immediate audio-visual feedback from the system. The Tutor analyses the utterance and produces student’s intonation, stress, and rhythm patterns. To judge whether the produced utterance is correct, the student compares his/her own pattern with a native speaker’s. The visual explanations help the student identify the most relevant features that he/she has to match. The students can form their own phrases, in fact the Tutor encourages users to do it.

5.2 Sample Exercises

The system has two major visualization modes:  Intonation and Intensity/Rhythm. In both cases the window is divided into two parts: the top part is a native speaker visualization, the bottom part is a student visualization. Intonation is visualized as a pitch graph on vowels and semivowels. Intensity & Rhythm are visualized as steps, where each step is a syllable, the length of a step is the duration of a corresponding syllable, and the height of a step is the energy of a corresponding syllable’s vowel. At the beginning of the exercise only the top half of the screen is filled; when a student pronounces a phrase, the Tutor analyses it and visualizes the results in the bottom half of the screen. 

Let us consider two examples: a Word Stress exercise “PREsent vs. preSENT” and a Repeated Question exercise “He said what?!”. In the first exercise students are learning the distinction between the pronunciation of a noun with stress on the first syllable and a verb with stress on the second syllable. In the second exercise students are learning how to express surprise. 

No two speakers speak alike, but the reason they understand each other is that their pronunciation patterns match in the salient points. Clearly, the pictures of a student and native speakers are not identical; as a matter of fact they could not be the same even for the same phrase pronounced by the same native speaker twice in a row. That is why it is essential to explain to a student which features have to be matched. The third visualization mode, Explanation, describes to a student what exactly should be matched. It is important to know that all other peculiarities are irrelevant to the goal of training – comprehensibility.
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Figure 2. BetterAccent Tutor exercise: ‘PREsent’ vs. ‘preSENT’ 
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Figure 3. BetterAccent Tutor exercise: “He said what?!”

5.3 Curriculum

BetterAccent Tutor for American English is designed for non-native speakers of English. It contains all major pronunciation patterns and their most common modifications. The topics include: Word Stress, Simple Statements, Wh-Questions, General Questions, Repeated Questions, Alternative Questions, Tag Questions, Commands, Exclamations, Direct Address, Series of Items, Long Phrases, Tongue Twisters. The visualization of intonation, stress and rhythm allows students to practice interesting and difficult issues, e.g. shift of focus in a phrase: 

 My name is STEVE (not John)

 My name IS Steve (no doubt about it)

 My NAME is Steve (not my surname)

 MY name is Steve (not his)

6. Conclusion

In this paper we emphasized the importance of prosodic pronunciation training; we discussed the difference between the approaches of using speech recognition and speech analysis in pronunciation training. In the final part of the paper we described BetterAccent knowledge-based speech analysis technology and its application, BetterAccent Tutor, the first software product that addresses all three components of prosody: intonation, stress and rhythm.
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